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Abstract:

It is now commonly understood by researchers and educators that the quality of teaching matters to the lives and learning opportunities of children, and that the ways teachers are prepared for their profession therefore matters greatly. Efforts to evaluate teacher preparation programs encounter many problems: the definition of desired outcomes, the possibility of unintended effects on teacher motivation and morale of applying various measures, and the potential for perpetuation of disparities in the allocation of teachers to schools serving disadvantaged students, to name a few. Still, the education research and practice communities have made substantial progress in appreciating these challenges and responding with an array of measures and metrics intended to satisfy various goals, including public accountability, program improvement, and information to prospective teacher candidates. This paper draws from a recent report of the National Academy of Education and offers a framework for the analysis of existing evaluation systems and the possible invention of new and better ones.
INTRODUCTION

In his charge to the Department of Education to take steps toward the improvement of America’s teacher education programs, President Obama said last year that “... the vast majority of new teachers – almost two-thirds – report that their teacher preparation program left them unprepared for the realities of the classroom” (Obama, 2014). With this flourish the President was echoing an oft-heard (if somewhat logically challenged) lamentation about the sorry state of teacher preparation – and the lack of credible data about what actually goes on in the institutions that prepare most of our teachers: “… for decades, institutions that prepare teachers have had [sic] lacked the feedback needed to identify their strengths and weaknesses, and had little information on where program graduates go to teach, how long they stay, and how they perform in the classroom. Existing federal regulations on teacher preparation focus on information that is not sufficiently meaningful to preparation programs, potential teachers or potential employers” (Obama, 2014).

One wonders about the validity and tone of the conclusion – that preparation programs don’t prepare teachers – given the acknowledgement in the same statement that the data are so flimsy. If institutions are so lacking in relevant information about their programs, what is the basis for claiming they are doing such a lousy job? Indeed, the origins of the President’s statement are a bit mysterious, especially because government surveys tell a different story. In the most recent compilation of results from the Department of Education’s School and Staffing Survey, or SASS, more than 80% of public school teachers report they were well prepared (44%) or very well prepared (38%) to teach their subject matter; and more than half report being ready to handle classroom management.¹ Earlier reports provided similar findings: in 1998, well over 80% of respondents to a Department of Education survey (which preceded the development of SASS) reported feeling very well prepared or moderately well prepared to implement new methods of teaching and implement state or district curriculum and performance standards (Parsad, Lewis, & Farris, 2001).²

But one needs to take these survey results with a grain of salt. Or maybe a whole salt shaker. There is a rich and important literature, spanning cognitive psychology, assessment, and labor economics, on the topic of “expertise,” and “proficiency,” the details of which are beyond the scope of this paper. One relevant finding is that people become really good at their work through substantial practice and on-the-job learning; though prior formal education in certain relevant skills and knowledge is important, it is not generally considered sufficient (e.g., Lesgold, Feuer, & Black, 1997; Sternberg, 1998). Research on teaching, surely one of the most complex professions, yields similar results, i.e., that it takes time to become good, or competent, or “expert,” in the classroom (e.g., Cuban, 2010; Shulman & Shulman, 2004). My sense, therefore, is that we need to be careful in defining what it means to be “prepared” for work, which teachers who responding to SASS and other surveys most likely interpret as something other than the kind of proficiency that the President and others are interested in. In any case, some clarity in the way terms are defined would be useful in such discussions.

But let’s assume for argument’s sake that the 40% number is real. I would argue then it would be worthy of celebration, not grieving. After all, how does that estimate compare with rookies in other professions? In a recent blog posting, for example, a freshly minted MBA from the Harvard Business School poignantly admitted that “getting an MBA didn’t prepare me to DO actual skill work in my industry at all really. It taught me how to see a big problem and make snap decisions on what should be done. But actually DOING work? I’m learning as I go and it’s a steep learning curve...” (Perryman, 2013). Even more critically, a prominent lawyer with substantial experience as partner in a major firm and director of private and public organizations (including the Manpower Development Research Corporation) has argued that “… law school graduates, having gone deeply into debt, find they actually don’t know how to practice law and increasingly

¹ The Schools and Staffing Survey (SASS) is a system of related questionnaires that provide descriptive data on the context of elementary and secondary education and the condition of education in the United States. See http://nces.ed.gov/datalab/sass/index.aspx.
² I am grateful to Bob Floden for pointing me to the SASS database.
can’t find work. They were taught interesting theory but typically weren’t taught the skills and even the substantive material they need for their profession... after seven years of this advanced education, our law school graduates largely lack the knowledge and skills to be lawyers” (Roster, 2015). Turning to another profession, one with no shortage of publicly available performance statistics, the National League overall team batting average in 2014 was .249 (Sports Reference Sports Reference LLC, 2000-2015b); among rookies the average was .171 (Sports Reference LLC, 2000-2015a); and as baseball fans know, individual players who get even close to batting .400 are literally off-the-charts (For a delightful and rigorous explanation see: Gould, 2011). Some perspective would be welcome, then, regarding the seemingly disastrous finding that only 40% of new teachers report feeling “prepared.”

This would certainly not be the first time that the rhetoric of education policy and reform jumped ahead of the empirical evidence (See, for example: Cremin, 1990; Feuer, 2006; Tyack & Cuban, 1995). But discomfort with overstatement is not an excuse for understatement. So, let me reassure readers that I am not apologizing for what I believe is an untenable status quo: there is sufficient evidence that average performance of teachers could be higher, that the skewed distribution of well-qualified teachers away from disadvantaged and minority schools and children needs to be corrected, that useful knowledge about how to improve classroom learning is often ignored, and that the combined projections of increased student population and an aging teaching force create a somewhat urgent need to revisit the structure and content of our teacher preparation programs (For a good overview see, e.g.: Sass, Hannaway, Xu, Figlio, & Feng, 2012). Surrounding these legitimately worrisome trends in teaching, inequality, and teacher preparation is the shrill sound of alarm bells heralding imminent decline in American education compared to our global competitors, with ominous implications about our long-term economic stature (See, e.g.: Hanushek & Woessmann, 2010). I have argued elsewhere that this rhetoric is outsized with respect to the underlying evidence (Chatterji et al., 2014; Feuer, 2012, 2013a, 2013b). But even if one looks at the international data more dispassionately, the idea that our honored historical tradition of public school excellence is immune from technological, demographic, and global change is foolish and dangerous (For the best recent history see Goldin & Katz, 2008).

It is no wonder, then, that the idea of evaluating teacher preparation programs and holding them accountable for results has gained so much traction in the popular and professional discourse. On the need for better evaluations and accountability my position has been clear, starting with a response in 2011 to the National Council of Teaching Quality plan for a new rating system, continuing with the report of the National Academy of Education (NAEd) in 2013, and then more recently with a commentary in the Chronicle of Higher Education (Feuer, 2011, 2015; Feuer, Floden, Chudowsky, & Ahn, 2013). As I argued there, “with high rates of retirement by an aging teaching force and continuing growth in school enrollments, we as a nation need more than ever to focus on how, where, and how well we prepare our future educators...The federal government spends close to $3-billion a year on a variety of programs aimed at improving the quality of elementary and secondary teachers... [and those] well-intentioned investments in teaching [create] a legitimate demand for evidence that taxpayers’ dollars are being well spent... [but] the metrics now in place have not produced very believable or reassuring answers...”(Feuer, 2015).

Which is why TeachingWorks is such an important endeavor. The initiative facilitates the development and monitored implementation of “high-leverage” classroom practices designed to improve student learning, it relies on a healthy blend of evidence from research and experience, it avoids the temptation of focusing solely on the flaws and imperfections in other teacher professional development systems, it does not fire silver bullets at fast-moving complex targets, and it opens the way to constructive design of teacher preparation strategies along with appropriate metrics for their evaluation.

As part of the partnering and engagement strategy that is central to the TeachingWorks mission, the 2014-15 seminar series focused on ‘the central challenge of teacher preparation: the demand to show results and impact of initial training on the quality of candidates’ effectiveness as
teachers.” Here I will summarize my presentation at the April 2015 seminar, which drew on themes and recommendations of the recent National Academy of Education report (Feuer et al., 2013). The upshot of my argument is that the evaluation of teacher preparation is too important to not be afforded the most rigorous tools, metrics, and methods. And I will advocate for what Greg Duncan and Richard Murnane have called, in a somewhat related context, “sensible accountability” (2014), which I respectfully paraphrase as acknowledging the legitimacy of accountability and striving for methods that provide relevant, timely, and reliable information with limited downside risk of unintended negative consequences.

THE VALUE OF EVALUATION

Jim March, one of the most enlightened and prolific scholars of education and its intersections with psychology, economics, and politics, once said that “too much accountability is often the symptom of pathology in social systems.” By that criterion, our education (and political) system is beyond pathological. On the other hand, my congenital optimism leads me to a more charitable interpretation: to the extent that one of the most valued traditions of our education system has been to honor and promulgate core principles of democracy, the fact that we hold our teachers and schools accountable for so many aspects of their performance could be taken as evidence that the system actually is, in fundamental ways, working.

Still, and such optimism notwithstanding, there is plenty of room for improvement in what seems to be an accountability system run amok. The so-called “opt-out” movement is borne of frustration with an overzealous reliance on test scores as indicators of student learning and teacher performance; though I fundamentally disagree with the carte-blanche demonization of testing, the fact there is such a movement, especially in a society with a long and deep track record of respect for quantitative data to inform decision making, suggests why a more “sensible” approach is called for.

Formal program evaluation plays a central role in the drama of accountability because intuitive and anecdotal judgments of the impacts of policies and practices on educational outcomes, although at times interesting and informative, are simply inadequate. The ways in which formal systems of data collection, analysis, interpretation, and reporting have evolved over the past century (in particular in the last 50 years) reflect a noble tradition of preferring science over alchemy, of aspiring toward rigorous measurement over casual empiricism. Not coincidentally, many systems of program evaluation require attention to validity and reliability, attributes of inferences most commonly associated with standardized tests used to assess individual learning and teaching. It follows, then, unfortunately, that many of the ills of over reliance on standardized testing threaten to infect formal evaluations of programs that prepare future teachers.

A good way to unravel the complexities of program evaluation generally, and specifically in the context of teacher preparation, is to begin with the question about purpose: what is the goal of the evaluation? The answer surely includes “accountability,” i.e., providing the general public


4 For more on the risks associated with measurement, and what to do about them, see, e.g., Michael Feuer, “Externalities of Testing: Lessons from the Blizzard of 2010,” (2010).

5 Cited (without date) by Lee Cronbach and colleagues (Cronbach, Atkinson, Bradburn, & Horvitz, 1995).

6 For a rumination on this topic see Michael Feuer, “The real meaning of ‘accountability’ and ‘trust’ in education,” speech at the Van Leer Institute, Jerusalem, June 2012, published later in the Washington Post (Feuer, June 21, 2012).

7 See, e.g., the incessant anti-testing advocacy of FairTest: http://www.fairtest.org/get-involved/opting-out

8 I am grateful to my longtime colleague, Patty Morison, for showing that the “why” question can be such a powerful organizing principle. See Testing in American Schools: Asking the Right Questions (U.S. Congress, 1992).
with evidence of quality; but there are other equally (or more) compelling purposes, such as institutional self-improvement and consumer information and protection. Thinking about purpose lays the groundwork for understanding risks and benefits of various evaluation systems, how data intended for certain purposes may not be appropriate for other purposes, and why using evaluation data can provoke controversy.

Our premise in the NAEd report was that as a first approximation there are three main purposes for evaluation, as suggested in the graphic below:

What are examples of these uses of evaluation? As we stated in the NAEd report, “The federal government, primarily through Title II of the Higher Education Act, seeks to hold TPPs [teacher preparation programs] accountable for performance by requiring them to report large amounts of data, and by requiring states to compile this information into publicly available “report cards” and to identify low-performing TPPs” (Feuer et al., 2013, p. 3). Similarly, “state governments evaluate TPPs as part of their responsibility to approve programs—an important designation because graduates of approved programs can automatically be recommended for state teacher certification… [and] some teacher preparation programs … engage in self-evaluation to spur and inform program self-improvement. This can be done by a single institution or through a voluntary network of TPPs” (Feuer et al., 2013, pp. 3–4).

The key point here is that program evaluation has a range of different and legitimate purposes, which leads to the realization that those purposes are not necessarily satisfied by the same kinds of data. Again, from the NAEd report, “the policy challenge is to select the system or approach that is best suited for a defined purpose. For example, although an evaluation alone may not provide all the information needed to hold a TPP accountable for producing well trained and effective educators, it can provide relevant facts to the general public and to education policy makers. Evaluations with more of a consumer information purpose can give prospective teachers data to help them choose from among the broad array of preparation programs and can provide future employers of TPP graduates with information to assist them in hiring decisions. Evaluations for program self-improvement can yield information about an existing program’s strengths and weaknesses, which program faculty and leaders can use to guide innovation and positive change” (Feuer et al., 2013, p. 4).
A very important consideration is the effect of any kind of external evaluation system on the behavior of individuals or organizations being evaluated. Years of research and experience with the unintended consequences of high-stakes testing, for example, provides the empirical foundation for concern over incentives associated with program evaluation and with the possibility that institutions will find ways to look better on the evaluations without necessarily improving the quality of their programs. Such “gaming” effects can be detrimental to the validity of the data and to the prospects for genuinely positive change in teacher preparation, and therefore warrant careful attention.

MAPPING PURPOSE TO METHOD

Assuming, then, that evaluation has many potential uses, the next perhaps obvious point is to apply the methodology best suited to the determined purpose. By analogy, it would not make sense to use gross domestic product, a very useful summary for purposes of understanding aspects of the macro economy, to an assessment of individual worker productivity in a particular firm. Yet, in the world of educational assessment, testing, evaluation, and accountability, the benefits of good evaluation are often undermined by just this sort of “drift.”

In the NAEed report we offered a simplified tabular representation of the notion of “mapping” of purpose to the information contained in various evaluation methods and to intended and unintended effects. As shown here, the suggestion is to pay close attention to the design of evaluations and the data they require with respect to specific goals; implicit is the notion that some methods may work especially well for certain purposes and less well (if at all) for others.

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Evidence</th>
<th>Inferences</th>
<th>Incentives</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To illustrate this framework with more detail, consider the table below, which focuses on the provision of useful information to “consumers,” i.e., prospective teacher candidates deciding where to seek their professional pre-service preparation. Other goals of evaluation are treated similarly (Feuer et al., 2013, see Table 3-2 p. 76).
FROM THEORY TO PRACTICE

Can this framework for decisions about whether and how to use evaluation be useful to policy makers and practitioners concerned with the quality of teacher preparation programs? The NAEd report is oriented toward use, and rests on a basic foundation of appreciation of the complexities faced by decision makers, as captured in the following graphic of what we called “the evaluator’s dilemma.”

<table>
<thead>
<tr>
<th>Consumer information</th>
<th>Provides a &quot;one-stop&quot; shopping venue for an exercise of data (on limited set of attributes) covering all states</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ Provides program-specific information to be of use to prospective students or other &quot;consumers&quot;</td>
<td>+ Provides equivalences of &quot;stamp of approval&quot; from a credible body of professionals with deep content and pedagogical knowledge</td>
</tr>
<tr>
<td>- Provides inadequate program-specific information to be of use to prospective students or other &quot;consumers&quot;</td>
<td>- Simple pass/fail designation does not provide readily accessible information to prospective students, who will not be able to sift through large quantities of dense program-specific reports to make informed consumer decisions</td>
</tr>
<tr>
<td>+ Indicates that TTPs have more state standards for teacher education</td>
<td>+ Indicates that TTPs have more state standards for teacher education</td>
</tr>
<tr>
<td>- Some states provide public reports that include more detailed information about each TTP than simply approved/not approved</td>
<td>- Is limited to a subset of relevant indicators of quality that may bias overall comparative impressions</td>
</tr>
<tr>
<td>+ Enables comparisons across programs on multiple criteria</td>
<td>+ Enables comparisons across programs on multiple criteria</td>
</tr>
<tr>
<td>- Faculty and staff are in the best position to provide detailed information (e.g., via websites) about program content, etc., that can be useful to prospective students or other &quot;consumers&quot;</td>
<td>- Faculty and staff are in the best position to provide detailed information (e.g., via websites) about program content, etc., that can be useful to prospective students or other &quot;consumers&quot;</td>
</tr>
</tbody>
</table>
In hopes of providing a bridge between these principles and the real world of program evaluation and its consequences, the NAEd report includes a set of what we call “HFAQ” or “hopefully frequently asked questions,” intended as a kind of checklist for decision makers facing the evaluation challenge (Feuer et al., 2013, p. 94). As suggested below, the questions offer an opportunity to bring greater coherence and, most importantly, an appreciation of the imperfections along with benefits and risks of any particular evaluation program. In our report, each of these questions is followed by elaboration of its meaning and potential value. (The presentation that followed mine, by Jeanne Burns, suggests that such a framework can indeed be constructive.)

**Question 1:** What is the primary purpose of the TPP evaluation system?

**Question 2:** Which aspects of teacher preparation matter the most?

**Question 3:** What sources of evidence will provide the most accurate and useful information about the aspects of teacher preparation that are of primary interest?

**Question 4:** How will the measures be analyzed and combined to make a judgment about program quality?

**Question 5:** What are the intended and potentially unintended consequences of the evaluation system for TPPs and education more broadly?

**Question 6:** How will transparency be achieved? What steps will be taken to help users understand how to interpret the results and use them appropriately?

**Question 7:** How will the evaluation system be monitored?
A CONCLUDING REMARK

As the dean of a school of education I may risk sounding self-serving, but for me there is abundant empirical evidence that investments in education are the most important a society can make (e.g., Goldin & Katz, 2008). And as a parent accustomed to hearing “duh” from my (now grown) children when they encounter something fairly obvious, it is perhaps a bit risky to note here that we now have strong empirical evidence to corroborate the intuition that teachers matter in the lives and learning of children (Cuban, 2010; Sass et al., 2012). How we prepare teachers, then, and how we know that we are preparing them well, are questions that need to be at the top of the research agenda if we are serious about the continuous improvement of education. Furthermore, in a society steeped in norms of accountability, diffused authority, and checks-and-balances, it is entirely likely that the public will continue to demand evidence that the money we allocate for teacher education is being spent wisely and effectively. The bottom line, then, is that how we evaluate programs of teacher preparation will remain a high priority for researchers, policy makers, and practitioners. It is my hope that the report of the National Academy of Education upon which this paper and presentation were based can be a useful tool and a catalyst for positive change.

References


